
 

In our approach, non-invasive monitoring device 
(plugged to OBD for power supply only) gathers: 
(a) Motion data (accelerations and angular velocity)
(b) GPS data (position, altitude, speed) 
(c) Reverse geocoded information (Type of road and 
speed limit)
Then data are partitioned in trips, i.e., sets of 
measurements collected from the engine switch-on to 
the engine switch-off. Finally, we discard the GPS 
position and altitude, since they have no relation 
withthe driving style.
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The evaluation of the proposed workflow is focused on two key aspects:
(a) Accuracy analysis. In order to check the accuracy of our workflow, due to the unavailibaility of labelled 
dataset, we compute the average number of drivers per vehicle for the UK region, being this value strongly 
dependent on the geosocial conditions. We get the average number of adult people per vehicle [2] and the 
number of drivers per adult people obtaining an average value of drivers per vehicle of 1.095. Applying the 
proposed workflow to trips of the same vehicle, the results show that the number of cars with more than 
one driver is around 10%.
(b) Scalability analysis. Given that the computational complexity of PCA is linear in the number of trips n, 
the average-case complexity of the overall program is dominated by DBSCAN algorithm, i.e. O(n log n). To 
measure actual execution times, we perform an experimental evaluation on a single-core R implementation 
on AMD Opteron 8435 cores and 128 GB of RAM. The plot shows that the actual value of execution time 
can be approximated by a linear trend, due to the minimal impact of the log n term.

 

Preliminary Evaluation
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The adoption of on-vehicle monitoring devices allows different entities to gather valuable data about driving styles, which can be further used to infer a variety of information 
for different purposes, such as fraud detection and driver profiling. In this work, we focus on the identification of the number of people usually driving the same vehicle, 
proposing a data analytic work-flow specifically designed to address this problem.
Most of the works found in literature exhibit two relevant limitations: (a) they rely on input data mainly retrieved with invasive methodologies (i.e., reading from the vehicle 
Electronic Computed Board or the CAN bus) and (b) they leverage supervised techniques. Conversely, our approach is based on unsupervised learning algorithms working 
on non-invasive data gathered from a specialized embedded device. 

We devise a set of features for a trip to characterize 
the driving style following two approaches: 
(a) aggregating the motion data samples with some 
statistical measures – mean, variance, skewness 
and kurtosis – providing a set of purely statistical 
domain-agnostic features; 
(b) designing a set of specific features in order to 
characterize the driving style.

In order to avoid the curse of dimensionality issue due 
to the high dimensionality of the clustering space, we 
need to shrink the number of features. To this purpose, 
we apply Principal Component Analysis (PCA). In 
our case, by retaining 75% of the statistical 
significance of the data, we reduce the number of 
features from 40 to 5−7 features depending on the trip.

The last step performs the clustering. We choose to 
employ a density-based approach, in particular the 
DBSCAN [1] algorithm because:
(a) it does not require to specify the number of 
clusters to be built as an input parameter
(b) it labels as noise points those ones not belonging 
to any cluster, which may be useful for anomaly 
detection. 
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